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Abstract Movie trailers are usually extracted from the most exciting, interesting, or other
noteworthy parts of the movies in order to attract the audience and persuade them to see the
film. At present, hand-crafted movie trailers currently occupy almost all the filming market,
which is costly and time-consuming. In this paper, we propose an embedded learning
algorithm to generate movie trailers automatically without human interventions. Firstly, we
use CNN to extract features of candidate frames from the film by a rank-tracing technique.
Secondly, SURF algorithm is utilized to match the frames of the movie with the corresponding
trailer, thus the labeled and unlabeled dataset are prepared. Thirdly, the mutual information
theory is introduced into the embedded machine learning to formulate a new embedded
classification algorithm and hence characterize similar key elements of the trailers. Finally,
semi-supervised support vector machine is applied as the classifier to obtain the satisfactory
key frames to produce the predicted trailers. By treating several famous movies and their
manual handling trailers as the ground-truth, series of experiments are carried out, which
indicate that our method is feasible and competitive, providing a good potential for promoting
the rapid development of the film industry in terms of publicity, as well as providing users with
possible solutions for filtering large amounts of Internet videos.
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1 Introduction

Along with the rapid development of Internet and multimedia technology, movies occupy an
increasingly dominant position among multimedia consumers. Movies production is no longer
the privilege of professionals in the meantime, anybody can make a film by using software or even
the App on the phone and then share their own movies to others. Massive movies make it hard to
find the one that’s right for them. Facing the huge resources of multimedia big data, how to quickly
and accurately find a movie that is satisfying to the interests has become a significant research
challenge. To solve this problem, producers often create movie trailers, which normally contains
some of the most exciting, funny, or otherwise noteworthy parts of the movie to attract attentions
from the public. As viewers can make better decisions whether the movie is worth watching or not
based on the content of the trailer, trailers play a significant role in providing information and
guidelines in this selective process. However, manual production of trailers requires a lot of human
and financial resources, which has to be limited to those professionally produced movies, and little
efforts are ever made to generate trailers for those massively produced movies by amateurs. To this
end, there is an urgent demand for automatically generating trailers for the filming industry.

Generating a trailer is one aspect of video summarization, the basic idea of which is to
analyze the contents of the video, filter important video clips, and finally combine the selected
video clips into a summary video. Video summarization approaches can be categorized into two
major groups: static and dynamic video summary [8, 14, 18]. The former summarizes a video
by filtering frames with important video information and optimizing its diversity or represen-
tativeness, while the latter is to process the contents of the original video stream (including
audio and motion content), and compile a set of video shots which present the most important
and interesting contents by reducing spatial and temporal redundancy in the video [31].

Movie trailers is a type of video summary, but still significantly different from other video
summarization techniques. Generating a movie trailer is a process that collects the factors of
commercial and artistic, and its purpose is to advertise to attract audience. Therefore, the trailer
is more necessary to express the film in the special highlights and create an artistic atmosphere.
A high-quality trailer usually contains the following five attributes [23]: (1) protagonists and
key objects; (2) prominent storyline; (3) the overall artistic atmosphere; (4) dialogue scenes; (5)
creating suspense by avoiding the story ending. According to the above analysis we can see that
the key frames in trailers generally have the same characteristics.

In summary, our contributions can be highlighted as follows: (i) unlike manually-made
trailers, our proposed can produce movie trailers automatically without any human interven-
tion; (ii) unlike the hand-crafted feature extraction, we introduce CNN-based deep learning
unit to describe the common feature of trailers; (iii) we propose an improved embedded
classification algorithm to make the classification, by which selection of features and their
level of importance are directly integrated with the embedding process to implement the
principle of friends being closer and enemies being apart.

The rest of the paper is organized into four sections, where section 2 introduces the related
work of generating movie trailers in terms of extracting key frames, section 3 reports our
algorithm, section 4 reports the experimental results and evaluations, and section 5 provides
concluding remarks.
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2 Related work

Most previous works have been well studied on video summarization. Li et al. [14] proposed a
new shot boundary detection algorithm, which combined both global and local feature
representations and utilized sparse coding for shot boundary detection. Then, a series of frames
are selected to represent the content of a wide variety of shots, which are key frames of the
video summary. The resulting video summary can represent the video content in its entirety,
but may not highlight the features of the video. Zhang et al. [35] proposed a supervised
learning technique for video summarization, which was transferred summary structures from
training videos to test ones by learning nonparametrically. The method worked well only for
videos that are very similar in structure and content. Otani et al. [22] segmented the video
based on its relevance to the input text, and its priority in each digest was specified in each
video segment. Sun et al. [28] used barrage comments to select the most-reviewed candidate
highlight, then scored the clips based on the content and the number of the bullet screen
comments. It requires user generated data, namely the bullet screen notes in the calculation.
Movie trailers have their own common nature, to this end, the algorithms of video summari-
zation do not fit well with the generation of the movie trailers.

Existing studies have limitations in characterizing the distinctive attributes of trailers. We
can preprocess the dataset by embedding the frames into the lower dimensional embedded
space that captures the intrinsic features of the movies. Roweis et al. [24] and Tenenbaum et al.
[29] proposed an embedded learning algorithm, which can be divided into two categories:
unsupervised machine learning and embedding supervised techniques. The former provides
just a compact and informative representation of the data, and the latter is to separate the sets of
intra-class and inter-class points that are close to each other in the embedded space, ultimately
increasing the classification accuracy between classes [7, 9, 15, 19, 33]. Unfortunately, the
algorithm ignores the relationship between samples, and the effectiveness is strongly depen-
dent on the inherent characteristics of a particular dataset in general.

To improve the embedded learning, Martinez et al. [20] and Mu et al. [21] proposed an
improved framework DEFC (data embedding framework for classification). Instead of fixing
the embedding generation model and then train it with a given dataset, it attempts to generate a
model that is optimally suitable to the given dataset, without any requirement from the users
for manual settings. In principle, frames inside the movie trailers show a stronger visual impact
than other frames, with some of the features making a more significant contribution. In the
process of computation of the similarity between frames, however, it does not consider the
influence of the feature importance on the similarity feature calculation, which leads to the
restriction of the classification performances. To solve this problem, we use VGG-F model to
extract the characteristics of movie frames, and introduce a new mutual information measure-
ment into the embedded learning. To this end, the embedded principle that friends being closer
and enemies being apart can be achieved by feature selection according to their influence.

3 Movie trailer generation via embedded learning

Figure 1 shows the overview of our proposed system, where a number of well-known movies
with their official trailers are used as the training dataset and another part of movies without
trailers as the test dataset. As shown in Fig. 1(a) and (d), by using rank tracing algorithm [1],
the candidate frames can be extracted from training and test dataset respectively. Based on the
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SURF (Speeded Up Robust Features) algorithm [3], as seen in Fig. 1(b), the matching process
is carried out to seek the key frames which resemble those inside the manually-made trailers,
and the key frames are labeled as positive, while the rest of frames are labeled as negative. In
this regard, if the ith frame of the movie can match a frame inside the trailer, its label is
assigned as: qi = +1, and otherwise we have: qi = −1. Figure 1(c) and (e) are feature matrices
which are obtained by extracting the features of candidate frames by the CNN model, where
Eij represents the jth feature of the ith frame and different colors represent different features.
Figure 1(f) shows the selected features by calculating the mutual information between features
and labels, where Xij represents the jth feature of the ith frame. Figure 1(g) illustrates the
relational feature between frames under the influence of feature importance, where Sij repre-
sents similarity between the jth and the ith frames, different colors representing different
similarity between the frames. Figure 1(h) shows similar features between frames by using
embedded mapping, where Zij is the embedded mapping matrix of Sij. Comparing Fig. 1(g)
with Fig. 1(h), the representative block color is changed, where a darker color indicates a
decrease in similarity. In the embedded mapping process, the circle and the diamond represent
two different classes of frames, respectively. The original space (left) is transformed to the
embedded one (right), where the friends are pulled closer, while its enemies are pushed apart.
As shown in Fig. 1(i) after S4VM algorithm classification, we obtain the label matrix q’j of the
candidate frames from the test movies, whose q’j = +1 will be utilized as the key frame. An
output trailer can be automatically produced by using a combination of clips constructed
around the key frames.

In summary, our system can be divided into three steps: data preprocessing, semi-
supervised embedded learning, and output Trailers. Each step of the method is explained as
follows.

3.1 Data preprocessing

In order to prepare the dataset for the classification of frames, we need to get the appropriate
features of the candidate frames. Firstly, we extract the candidate frames from the movies for

Fig. 1 Overview of the proposed embedded semi-supervised learning approach
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the official trailers. Secondly, we extract CNN features of the frames. Thirdly, we prepare the
labeled and unlabeled dataset.

3.1.1 Candidate frame extraction

All videos have a common property that dynamic effects can be displayed by fast playback,
whilst the content of adjacent frames is usually similar. Therefore, it is feasible to use a frame
to represent a shot with similar content. In order to process the video more efficiently, we
detect shot boundaries and extracts candidate frames from the video sequences of the official
movie trailers and films [1, 25, 26]. It is robust to a wide range of digital effects when the
camera shot is changed.

Let xt represents the feature vector of the frame at time t, it is defined as follows:

xt ¼ hH hS hV½ �; ð1Þ
where hH, hS, hV are the histograms of Hue-Saturation-Value color space respectively. Define
mH, mS, mV, respectively, as their length, the dimension of xt can be derived as:M =mH +mS +
mV.

Let N represents the time of a window, the feature matrix can be produced as follows:

X t ¼
xt

xt−1

⋮
xt−Nþ1

2
664

3
775; t ¼ N ;⋯; T : ð2Þ

Obviously, Xt consists of feature vectors in a window. T represents the number of frames.
Next, do the Singular Value Decomposition calculation for Xt:

X t ¼ UΣVT ; ð3Þ

where U is a N ×N unitary matrix, VT is a M ×M unitary matrix. Σ is a positive diagonal
matrix with N ×M dimensions, whose elements Σi on the diagonal is the singular value of Xt.
When Σi are sorted in a descending order, Σ1 represents the maximum. The threshold is

denoted by η, then rt represents the number of Σi that satisfy
Σi
Σ1
≥η. From the previous analysis

we can see that if rt > rt-1 is satisfied, the picture changes greatly from time t to time t-1. On the
other hand, if rt < rt-1, the picture will not change substantially from time t to time t-1. So we
extract the frame with the largest rt as the candidate frame.

3.1.2 CNN-based feature extraction

Convolutional Neural Networks (CNNs) [2, 6, 13, 16, 32] have showed excellent performance
when applied to object detection benchmark datasets and standard image classification,
including handwriting recognition, object recognition, human action tracking and many more.
Such networks have a considerably more sophisticated structure than standard representations,
comprising several layers of non-linear feature extractors.

Content-rich movie frames require a higher level of feature representation. Compared with
the hand-crafted features, CNN can build low-level to high-level maps to achieve the purpose
of learning a hierarchy of features. To this end, CNN based features are proposed. In this paper,
we use the VGG-F model pre-trained on the ImageNet dataset to extract the features of frames.
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The VGG-F model can establish an intrinsic representation of data, because its deep structure
is derived by extracting complex structure from a large amount of information. The features of
VGG model which has been pre-trained on the ImageNet are effective to represent the movie
frames. Firstly, ImageNet is a very rich dataset containing more than 10 million natural images,
hence the extracted features can directly or indirectly contain similar features of those movie
frames. Secondly, the contents of movies are basically real scenes, even special effects in
science fiction movies are also made very realistic. Finally, to accommodate the model to the
updated movie frames feature extraction issue, we carry out dataset specific fine-tuning, which
make the improvement of performance. The input frames and the architecture of the feature
extraction model is shown in Fig. 2, which includes seven learnable layers, five of which are
convolutional, and the last two layers are fully-connected. The input image size is converted to
224 × 224 pixels [4]. The processed images are extracted by the filtering operation of the
convolutional layers and the down sampling of the pooling layers. Each frame output a 4096-D
features vector, thus the corresponding feature matrixes can be constructed from these frames.

3.1.3 Preparation of labeled and unlabeled dataset

As semi-supervised classification requires some labeled data, the preparation of the training
dataset can be implemented as such that the candidate frames of the movie trailers are
classified as positive. In this paper, the approach of image matching by speeded up robust
features (SURF) [3] is adopted to calculate the similarity between the frames of movies and the
trailers, which not only improved the speed of operation, but also invariant to image rotations.

First of all, due to the better accuracy of the Hessian matrix, the algorithm uses the Hessian
matrix to extract the interesting points. The formula for Hessian matrix is presented as follows:

HM X ;σð Þ ¼ Gxx X ;σð Þ Gxy X ;σð Þ
Gxy X ;σð Þ Gyy X ;σð Þ
� �

; ð4Þ

where

Gxx X ;σð Þ ¼ ∂2g X ;σð Þ
∂x2

⊗I Xð Þ: ð5Þ

In other words,Gxx(X, σ) is the convolution of the Gaussian second order derivative in point
X = (x,y) at scale σ, I(X) represents the pixel of point X. Gxy(X, σ) and Gyy(X, σ) are similar to

Fig. 2 CNN-based features extraction
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the calculation of Gxx(X, σ). It mainly uses the integral principle, which greatly reduces the
computation.

The points of interests are assigned directions in order to achieve feature matching when the
image is rotated. The horizontal and vertical Haar wavelet responses of all pixels are calculated
and multiplied by the Gaussian weights of the corresponding locations, respectively, in a
circular domain centered at the points of interests with a radius of 6 s (s is the scale value of the
point). The direction of the largest sum of responses is the main direction of this feature point.

Figure 3 shows the SURF matching results for frames of a movie and its trailer. The small
circles with different colors indicate the feature points (taking 10 points as an example), the
matching points are joined by a straight line. As seen in the figure, the SURF algorithm has a
strong robustness in the presence of different frame sharpness, different picture aspect ratios,
and the slight change in position, including the angle and size of the objects.

Let the label of movie frame xi be qi, oj indicates the frame of the official trailer, the label
Q = {q1, q2,⋯, qi,⋯, qn} is defined as follows:

qi ¼
þ1 xi matches with oj

−1 xi does not match with oj

�
; ð6Þ

where the frames of the movie matched with the corresponding trailer are treated as the
positive instances, and the rest of frames are treated as the negative instances. Frames of the
movies without the trailers are served as unlabeled data samples.

As the official movie trailer is very short, usually only a few minutes or even shorter, there
must be a large number of frames that are regard as negative instances, whilst only a few dozen
samples can be chosen as positive samples. In order to prevent the final classification result
from being affected by the extreme imbalance of the data, we uniformly sample the large
number of negative instances, so the number of positive and negative instances will not be far
apart.

3.2 Semi-supervised embedded learning

By literature search, we find that although supervised learning is usually more effective than
unsupervised learning, it is arduous to obtain supervised datasets for large numbers of movie
frames [27]. On the other hand, the classification results of supervised learning rely heavily on
training set. Since the variety of movie content, the supervised classifier cannot solve our issue.
Therefore, in order to improve the feasibility of classification, we choose to use the semi-
supervised learning algorithm [10, 34]. There are multiple large-margin low-density separators

Fig. 3 The SURF matching results for frames of the movie “Les Misérables” and its trailer
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in the semi-supervised classification, which coincide well with the labeled data. It may be risky
to select any one of the separators without distinguishing them by further prior information
[12]. To achieve the best possible balance, we use the safe semi-supervised learning (S4VM) to
classify the data, which has the advantage of considering all the candidate separators [11, 17].
For the sake of better classification accuracy, we calculate the new training dataset and test
dataset generated by embedded mappings to drive the S4VM.

In order to adjust the distance of the intra-class and inter-class data in the classification space
to further improve the classification efficiency, we introduce the embedded algorithm into the
calculation process. The disadvantage of the existing embedded algorithms is that the level of
feature importance often neglects the relationship between samples, thus limiting the classifi-
cation effect. To settle this problem, mutual information is introduced to weigh the importance
of features during the process of embedded learning [36]. Unlike other studies, the classification
of unlabeled data is guided by the semi-supervised learning algorithm, which requires the
labeled data to be priori. Consequently, the effect of the labeled data can be significantly
enhanced after the importance of the features is adjusted according to the characteristics of the
trailers, and the experiments support that our arrangement improves the classification accuracy
by calculating the effect of feature selection and feature importance. Finally, the selected
features are used to form a new dataset to be applied to the classification algorithm.

Data embedding framework for classification (DEFC) proposed by Martinez et al. and Mu
et al. [20, 21] is formulated under the principle of “Friends being close and enemies being apart”,
in which friend closeness (CF) and enemy dispersion (DE) are defined as follows, respectively:

CF ¼ ∑
n

i; j¼1
wdist F X i;X jjWij

� �
; ð7Þ

DE ¼ ∑
n

i; j¼1
wdistE X i;X jjWij

� �
: ð8Þ

To influence the embedding process, we introduce a feature selection factor (TFeature), and
hence the new formula can be defined as follows:

CF ¼ ∑
n

i; j¼1
wdist F X i;X jjWij; TFeatrure

� �
; ð9Þ

DE ¼ ∑
n

i; j¼1
wdistE X i;X jjWij; TFeatrure

� �
; ð10Þ

Where CF and DE represent the distances between intra-class and inter-class objects of the
datasetX under the influence of weights and feature importance. Theweights of the samples inCF

are mostly larger, which makes them closer in the embedded space. In contrast, the weights of the
samples in DE make them more distant in the embedded space. The frames belong to different
classes are forced to distance themselves resulting in an improvement in the final classification.

3.2.1 Calculation of feature weights

The mutual information MIi between feature vectors Ei from the dataset E, which is extracted
by CNN model, and the label vector Q is calculated as:

MI Ei;Qð Þ ¼ H Eið Þ þ H Qð Þ −H Ei;Qð Þ; ð11Þ
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where H(Ei) and H(Y) represent the marginal entropy of Ei and Y, respectively. H(Ei, Y)
calculates the joint entropy of Ei and Y.

δ represents the set of feature weights of E, δ is calculated as:

δi ¼ MIi

∑
d

i¼1
MIi

; ð12Þ

where d is the dimension of the optimum feature.
Finally, we propose to reconstruct the new feature set X for training dataset, and X’ for test

dataset, as follows via consideration of the mutual information entropy, where those feature
vectors whose mutual information entropy is zero are excluded. Specially, the selection of X’
deeply depends on X. Furthermore, θ represents the set of feature weights.

X ¼ EijMIi > 0f g; ð13Þ

X
0 ¼ E 0

ijMIi > 0f g; ð14Þ

θ ¼ δijMIi > 0f g: ð15Þ

3.2.2 Computation of the embedding process

We incorporate the principle of “friends being close and enemies being apart” into the design
of our embedded algorithms. It improves classification by reducing the distance between
samples of the same class and increasing the distance between samples of different classes.
Detailed description of the embedding computation are below.

1) Compute the indicator matrix

The labeled data samples are represented as pairwise constraints (xi, xj, lij), when the labels
qi and qj of the frames xi and xj are same, otherwise, lij = −1. The indicator matrix L in this
paper is a two-valued indicator, which is calculated as follows:

lij ¼ 1 qi ⊕ qj ¼ 1
−1 qi ⊕ qj ¼ 0

�
: ð16Þ

2) Compute the similarity between samples

A wide variety of algorithms are used to calculate distances, including Cosine similarity,
Euclidean norm, Polynomial kernel, et al. Experimentally, we find that the Cosine similarity
classification works best in our case. We use the Cosine similarity algorithm to acquire the
similarity between samples accordingly. The similarity matrix W is calculated as below:

wij ¼ xTi x j
xik k x j
�� ��

�����
�����; ð17Þ

where wij represents the similarity between two feature vectors xi and xj of the frames in dataset
X, which is formulated in Eq. (13). ‖xi‖ and ‖xj‖ are the norm of xi and xj, respectively.
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3) Calculate the relation feature set

As samples can be indicated by their relative positions expressed in terms of their similarity
to other objects, relational values provide a new method to represent the information of the
dataset rather than entering the original features. While the existing research has proved the
validity of relational values instead of the original samples applied as the input to classifiers,
the similarity feature is not calculated in connection with the influence of the features, which
restricts the classification result.

We propose a n × n feature matrix Sij=ϕ(xi, xj), where xi and xj are the ith and jth
objects of the training set X in Eq. (13), an m × n feature matrix S’ij=ϕ(x'i, xj) where
x’i is the ith element of test set X’ in Eq. (14) and xj is the jth element of the training
set X. We can obtain the nonlinear structures in the dataset by capturing the interac-
tion between the objects via the relation features calculated. As the calculation
complexity of the embedding algorithms depends on d, the relational features simplify
calculations when the initial data dimensionality is much greater than the amount of
data (d>>n).

In order to solve the problem that each feature of a movie frame tends to exhibit different
intensities when expressing different styles, we use the Euclidean distance to describe the
relationship between the features based on weighting theory [5]. The weighted Euclidean
distance process is described below.

d X ; Yð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑
l

i¼1
ξαi xi − yið Þ2

s
; ð18Þ

where X = (x1,⋯, xl)
T, Y = (y1,⋯, yl)

T, α is the weight coefficient, ξ1, ⋯, ξl ∈ R+, and

∑
l

i¼1
ξi ¼ 1.

In summary, Sij and S’ij can be calculated through the feature weighting θ, and the
corresponding formula is formulated as follows:

Sij ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑
m

k¼1
θαk xik − xjk
� �2s

; ð19Þ

S0ij ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑
m

k¼1
θαk x0ik − xjk
� �2s

; ð20Þ

where m is the feature dimension of dataset X, θ is calculated by Eq. (15), θk is the feature
weight of the kth feature, xik, x

0
ik and xjk are the eigenvalues of the kth feature of elements xi, x

0
i

and xj, respectively.

4) Calculate the optimal projection matrix

In this session, the training set uses the relational features set S which is provided by Eq.
(19). Let P be the projection matrix, then Z = SP implements the mapping transformation from
S to Z, where PP’= I and I is the unit matrix.
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Let CF and DE represent the “friend closeness” and “enemy dispersion”, respectively, they
can be formulated as:

CF ¼ ∑
m

i; j¼1

lij lij þ 1
� �

2
wij zi − z j
�� ��2; ð21Þ

DE ¼ ∑
m

i; j¼1

lij lij − 1
� �
2

wij zi − z j
�� ��2; ð22Þ

where the indicator L and weight function W are obtained from Eq. (16) to Eq. (17),
respectively, m is the number of samples in set Z.

The CF and DE metrics can be optimized in a number of ways, such as minimizing CF

individually or maximizing DE individually. We implement these options using various trace
optimization templates to improve the compactness and separability of those classes, and
hence to generate the optimum embedding for dimensionality reductions.

Let

A
0 ¼ aij

0
h i

; ð23Þ

B
0 ¼ bij

0
h i

; ð24Þ

where

aij
0 ¼ lij lij−1

� �
wij; ð25Þ

bij
0 ¼ lij lij þ 1

� �
wij: ð26Þ

By combining (23) and (25) with (24) and (26), A’ and B’ can be reconstructed as:

A
0 ¼ L:* L−Im�mð Þ:*W; ð27Þ

B
0 ¼ L:* Lþ Im�mð Þ:*W ; ð28Þ

where Im ×m is the all-ones matrix, in which m is the feature dimension of dataset Z.
In combination with Eq. (21) and Eq. (28), the minimization of CF is calculated as:

min
ppT¼1

CF ¼ min
ppT¼1

∑
d

i; j¼1

bi j
0

2
∥zi−z j∥2

¼ min
ppT¼1

trace ∑
d

i; j¼1
zibi j

0
ziT− ∑

d

i; j¼1
zibi j

0
z jT

 !
:

¼ min
ppT¼1

trace ZD B
0


 �
ZT−ZB

0
ZT


 �

¼ min
ppT¼1

trace Z D B
0


 �
−B

0

 �

ZT

 �

ð29Þ
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In combination with Eq. (22) and Eq. (27), the maximization of CE can be calculated as:

max
ppT¼1

DE ¼ max
ppT¼1

∑
d

i; j¼1

aij
0

2
zi−z j
�� ��2

¼ max
ppT¼1

trace ∑
d

i; j¼1
ziaij

0
ziT− ∑

d

i; j¼1
ziaij

0
z jT

 !
;

¼ max
ppT¼1

trace ZD A
0


 �
ZT−ZA

0
ZT


 �

¼ max
ppT¼1

trace Z D A
0


 �
−A

0

 �

ZT

 �

ð30Þ

where D(B’) and D(A’) in the Eq. (29) and Eq. (30) are the diagonal matrices of B’ and A’,
respectively. The formula punishes the dissimilarities between intraclass points or rewards
their similarities by minimizing trace(Z(D(B') − B')ZT), whilst it rewards the dissimilarities
between interclass points or punishes their similarities by maximizing trace(Z(D(A') − A')ZT).
Next, the Laplacian matrices of A’ and B’ can be calculated as follow:

A ¼ D A
0


 �
−A

0
; ð31Þ

B ¼ D B
0


 �
−B

0
: ð32Þ

Since the matrixes A, B, ZAZT, ZBZT, indicator matrix L and similarity matrix W in the
above formula are symmetric, we can get the following conversion relationship:

trace ZAZT� � ¼ trace ZAZT� �T
 �
; ð33Þ

trace ZBZT� � ¼ trace ZBZT� �T
 �
: ð34Þ

In summary, we obtain the Eq. (35) and Eq. (36) as follow:

min
ppT¼1

CF ¼ min
ppT¼1

trace ZBZT� �
¼ min

ppT¼1
trace ZTBZ

� �
¼ min

ppT¼1
trace PTSTBSP

� �
;

ð35Þ

max
ppT¼1

DE ¼ max
ppT¼1

trace ZAZT� �
¼ max

ppT¼1
trace ZTAZ

� �
¼ max

ppT¼1
trace PTSTASP

� �
:

ð36Þ

The projection matrices procured by resolving Eq. (35) and Eq. (36) are found inconsis-
tency. However, the classification results based on transformation dataset are consistent.
Therefore, projection matrix P can be calculated by resolving either Eq. (35) or Eq. (36).
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5) Calculate the new dataset

We calculate the new training dataset Z and the new test dataset Z’ by using optimal
projection matrix P, relation feature set S and S′ calculated by Eq. (19) and Eq. (20),
respectively. The mapping process is as shown in the following formula:

Z ¼ SP; ð37Þ

Z
0 ¼ S

0
P: ð38Þ

3.2.3 Safe semi - supervised learning (S4VM)

As calculated above, a labeled dataset Z,Q and an unlabeled dataset Z’ are prepared. And then, we
utilize S4VM [17] to complete the final classification of the frames. Let n andm are the number of
the labeled and unlabeled samples, respectively. We need a function to calculate the labels q’ for
the test dataset. The target function of the single large-margin low-density is defined as:

φ f ; q
0


 �
¼ min

fk kΓ
2

f ∈Γ;q0∈χ

þγ1 ∑
n

i¼1
ℓ qi; f zið Þð Þ þ γ2 ∑

m

j¼1
ℓ q0 j; f z0 j

� �� �
; ð39Þ

where ℓ(q, f(z)) =max {0, qf(z) − 1} represents the hinge loss, Γ represents the Reducing Kernel

Hilbert Space (RKHS), and χ ¼ q
0∈ �1f gmj−β≤ ∑m

j¼1q
0
j

m − ∑n
i¼1qi
n ≤β

n o
represents a set of labels

procured from field knowledge. γ1 and γ2 are regularized parameters, we set γ1 = 100, γ2 = 0.01 in
this case.

Apply the following formula to calculate multiple separators f tf gTt¼1 and the corresponding
label assignments:

min
f t ;q0 t∈χf gTt¼1

∑T
t¼1φ f t; q

0
tð Þ þMΩ q0tf gTt¼1


 �
; ð40Þ

where T and Ω are the amount of separators and punishment about the multiplicity of
separators, respectively. M is a greater constant which enforces large diversity.

To make the improved performances, we learn a classifier over an inductive SVM [17]. Let
earn(q, q', qsvm) represents the increased accuracies. lose(q, q', qsvm) represents the decreased
accuracies by contrast. The goal of S4VM is to learn a classifier q to maximize the perfor-
mance gains on SVM. In the calculations below, we convert it to an optimization problem to
maximize its roles:

q ¼ argmax
q∈ �1f gm

min
q0∈ q0 tf gTt¼1

earn q; q
0
; qsvm


 �
−λlose q; q

0
; qsvm


 �
; ð41Þ

where parameter λ plays a role of trading-off how much risk to undertake, and assume q’ can

realize the ground truth boundary, which is the worst-case separator in q0tf gTt¼1.

3.3 Output Trailers

Our empirical study finds that a shot in the trailer usually does not exceed 3 s. Further, the
National Association of Theatre Owners (NATO) recommends that film trailers run no more
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than 2 min [30]. While the guideline is not mandatory, it does provide a reference for the
general duration of a movie trailer. Therefore, the movie trailer is composed of clips, which are
extracted from neighboring key-frames, and each clip lasts about 3 s.

4 Experimental evaluations

Our method is evaluated using a dataset with 10 movies, the specific information is listed in
Table 1. The top 5 movies in the table and their corresponding trailers are utilized as the
labeled dataset, and the rest is made as the unlabeled dataset. Details of the official trailers as
training data are contained in Table 2. We manually removed the special effect clips in the
trailers before fetching the frames because these shots did not appear in the original movies.

Some sample frames from the official trailer and the trailer we produced for the movie
“Thor 2” are shown in Fig. 4. As illustrated in Fig. 4, frames (1) ~ (5) are taken from the
official trailer, while frames (6) ~ (10) are from the automatically predicted trailer. As seen, our
automatically generated trailer is quite similar to the official trailer. Moreover, the predicted
trailer includes the above mentioned protagonists, prominent scenes such as explosions and
actions, dialogue scenes, the iconic items and so on. It indicates that our approach has the
ability to produce high-quality trailers.

Figure 5 compares the automatically generated trailer with the official trailer in the timeline
of “Harry Potter and the Goblet of Fire”. The top of the timeline shows some frame samples
inside our trailer and the bottom is the official trailer. As shown in Fig. 5, our trailer coincides
with the official trailer in many scenes, which manifests that our method is effective in
generating movie trailers. Some scenes are unique in our generated trailer (as shown in the
green sections), which are especially attractive by sentiment, tableau sense, color and scenario.

Table 1 Movie information
No. Movie Time

(hh: mm: ss)
Frames per
second (FPS)

1 Les Misérables 02:38:06 18
2 The Dark Knight Rises 02:26:14 18
3 Transformers 3 02:34:19 24
4 Inception 02:28:06 24
5 Iron Man 3 02:10:32 24
6 Thor 2 01:52:04 25
7 Edge of Tomorrow 01:53:29 25
8 Harry Potter and the

Goblet of Fire
02:37:05 24

9 Prometheus 02:03:46 24
10 Resident Evil: Retribution 01:35:37 24

Table 2 Official trailer informa-
tion of the training movies No. Movie Time

(hh: mm: ss)
FPS

1 Les Misérables 00:01:02 25
2 The Dark Knight Rises 00:00:26 25
3 Transformers 3 00:00:24 25
4 Inception 00:01:48 25
5 Iron Man 3 00:00:24 25
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This is a powerful illustration of our approach being accurate and flexible enough to fully
promote the movie. It can also be noticed that a few scenes from the official trailer, as shown in
the red sections, are not acquired by our algorithm, suggesting that these samples not very
remarkable in our algorithm, and our algorithm considers these as negative instances.

As there exists no universal standard for estimating a movie trailer to be satisfied or not,
people always evaluate trailers by subjective consciousness. To assess our achievement
properly, we put forward a suitable method to calculate the similarities between the official
trailer and the trailer produced by our algorithm. By considering the official trailers as the
ground-truth, we calculate the degree of similarity by matching each frame in the official trailer
with all frames of our predicted trailers to assess the effectiveness of our proposed trailer
production algorithm. If the similarity degree between these two frames is greater than 0.9, we
regard them as a successful match. Giving the number of matching frames as k, the accuracy μ
can be calculated as:

μ ¼ k

n
; ð42Þ

where n stands for the total number of frames inside the generated trailers.
We compare the results from four methods, including hand-crafted features combined with

supervised SVM [27], hand-crafted features combined with S4VM [11], Deep Learning
algorithm [2], and our proposed approach. The data in Table 3 shows that our approach
outperforms the other three methods on all test movies by average values. As seen from

Fig. 4 Some sample frames in official trailer and our generated trailer of the movie BThor 2^

Fig. 5 Compare the scenes included in our automatically generated trailer with those in the official trailer of the
movie called BHarry Potter and the Goblet of Fire^. This is the timeline of the movie. Scenes in the orange
sections of the timeline appear in both our trailer and the official trailer, which indicate that our trailer overlap the
official trailer in the original film. The green sections indicate the scenes are unique to our trailer, while the red
sections represent the particular components in the official trailer
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Table 3, movies “Edge of Tomorrow” and “Resident Evil: Retribution” have high accuracy.
These two films contain a lot of attractive and exciting contents such as actions and
explosions, as well as the scenes with perfect composition such as protagonists’ close-up
and dialogues. These shots are often the important parts of the trailer and can be
recognized by our algorithm, leading to high accuracy. It can also be noticed that
“Prometheus” has the lowest accuracy, due to the fact that the trailer of “Prometheus”
creates a mysterious atmosphere mainly with soundtracks, horror scenes and close-up of
aliens. Although the content is very different from those official trailer, our trailer still
contains high-impact factors, such as characters, dialogues, objects and environment.
Further research can be identified that the importance of the role and audio information
can be introduced to improve the performances of our approach.

5 Conclusion

In this study, we propose an embedded learning algorithm to drive the semi-
supervised classification and achieve automated production of movie trailers. While
reducing redundancy of the movies by extracting candidate frames, we exploit the
powerful CNN model to extract the features of candidate frames and prepare the
labels for the training dataset, in which the frames of the movie matched with the
corresponding trailer are regarded as the positive instances, and the rest of frames are
regarded as the negative instances. Following that, we calculate the new dataset by
the introduced embedded learning algorithm, in which the feature selection and the
influence of feature importance play important roles. Finally, S4VM is adopted to
make full use of the guiding role of labeled data to implement a semi-supervised
classification. As a result, the trailer is generated by stitching the clips around the key
frames of the classifications, and empirical evaluation show that our proposed per-
forms more effective than the other representative benchmarks. This illustrates that our
proposed method can be applied to alleviating the work of filmmakers and providing
viewers with high-quality viewing guides via such automatically generated movie
trailers. There also exist enormous potential and space for further improvements, that
more factors can be included to enhance the presentation of the movie content, such
as the importance of the casts and the sounds.
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Table 3 Accuracy of different methods on official movie trailers (%)

Movie Hand-crafted features
and SVM

Hand-crafted
features and S4VM

Deep learning Ours

Thor 2 22.73 52.68 73.78 80.16
Edge of tomorrow 25.92 36.13 84.29 91.86
Harry Potter and the Goblet of Fire 21.68 40.38 68.06 75.95
Prometheus 11.50 24.25 66.39 67.50
Resident evil: retribution 55.43 31.12 86.45 88.05
Average 27.45 36.91 75.79 80.70
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