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Abstract In this paper, we present a new algorithm to re-
move haze from a single image. The proposed algorithm
extracts transmission iteratively under the assumption that
large-scale chromaticity variations are due to transmission
while small-scale luminance variations are due to scene
albedo. A nonlinear edge-preserving filter is introduced
to incrementally refine subtle transmission map while still
keeping sharp transmission map distinct. The algorithm
is verified by both synthetic images and real-scene pho-
tographs. The results demonstrate that our method can pro-
duce transmission maps without being affected by the local
albedo variations and, furthermore, recover haze-free im-
ages. On top of haze removal, several applications of the
transmission map including refocusing and relighting are
also implemented.

Keywords Image dehazing · Bilateral filter · Visibility
restoration · Contrast enhancement

1 Introduction

The photographs we get in our daily life are easily plagued
by the aerosols suspended in the medium, such as dust, mist,
or fumes. The rays reflected by the objects’ surfaces are not
only attenuated by the existing aerosols but also blended
with the airlight [11] when they reach the observers. There-
fore, the quality of photographs taken in the foggy scenes
are seriously degraded. They appear poor visibility and low
vividness of the scene. One example scene is shown in
Fig. 1(a).
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Fig. 1 Dehazing on single image. (a) Foggy image. (b) Dehazing re-
sults of our approach

The goal of dehazing algorithms is to recover color and
details of scene from foggy image. There are many circum-
stances that accurate dehazing algorithms are needed. In
computer vision, most existing applications assume that the
radiance from a scene point to observer is not altered by
airlight. However, the assumption is not practical in foggy
scene since the light energy radiating from scene points is
heavily scattered by atmosphere. Therefore, these applica-
tions will fail in bad weather conditions. In consumer pho-
tography, the images will be annoying with the presence of
fog which decreases the contrast significantly. In aerial pho-
tography and satellite remote sensing, the photos are much
more easily affected by aerosols. Even in clear days, the rays
reflected by the ground will be scattered heavily when they
pass through the earth’s atmosphere, which will make image
degraded.

Since the importance of the dehazing algorithm, much
work has been done. Early in the dehazing field, the algo-
rithms are mostly based on user interaction [14] or multiple
images [16, 19]. Although these methods can significantly
enhance the visibility, the labor-intensive or strict require-
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ment on the inputs limits their applications. Dehazing from
a single image has made great progress in recent years. It is a
challenging work since the airlight-albedo ambiguity holds
for every pixel and cannot be resolved independently [8]. In
order to solve this ambiguity, a helpful assumption or prior
is needed. We will summarize and compare the priors used
by previous single image dehazing algorithms in Sect. 2.

Transmission map reflects the depth information of the
scene and plays an essential role in visibility recovery. How-
ever, the estimation of transmission map is easily influenced
by variations of local-albedo. For example, two thin objects
in the same depth region may be assigned different trans-
mission values if their surface albedos vary widely. The in-
accuracy of transmission map will lead to color bias in the
restored image.

In this paper we present a new method to recover haze-
free image taking only one photograph as input. Based on
the observation that the variations of depth are smooth in
a local window, we propose the following assumption: the
large-scale chromaticity variations in foggy image are due
to depth, while small-scale variations are due to albedo.
Then the blending model of degradation can be factored
into a product of two components: one is called transmis-
sion which varies smoothly in a local window, and the other
one is called inverse-albedo which changes correspondingly
with scene albedo. Our objective is to separate these two
components. For this purpose, Gaussian filter can be used.
However, Gaussian filter may also make the edges of the
transmission map blur. In order to refine the detailed trans-
mission map, we propose an interactive bilateral filter that
subtracts locally smooth variables from the initial image
while preserving the edges. Our method can wipe off the in-
fluence of local albedo variations when estimating the trans-
mission map. Once the transmission map is figured out, vis-
ibility can be recovered. Furthermore, we can use the depth
information to create more visual effects on the restored im-
age.

The remaining of this paper is organized as follows. In
Sect. 2 we talk about the current available algorithms for de-
hazing from single image and the recent work on bilateral
filter. Section 3 describes the degradation model we used in
this paper. In Sect. 4 the detail of our algorithm is explained.
The results and comparisons with other single image dehaz-
ing algorithms is shown in Sect. 5. Besides, Sect. 5 also in-
cludes additional applications based on restored images. Fi-
nally, we discuss our future work and conclude the paper in
Sect. 6.

2 Related work

2.1 Single image dehazing

As we introduced in the previous section, dehazing from
a single image is an ill-posed problem. So it is impossible

to solve this intractable problem without any assumptions.
There are many dehazing algorithms [9, 12, 20, 21] based
on single image have been developed since Fattal [8]. All
this works are based on one or more reasonable assump-
tions, physically or empirically.

Fattal [8] assumes that the transmission and the surface
shading are locally uncorrelated. Under this assumption,
Fattal first infers the transmission in the area affected by thin
fog and then applies Markov Random Field on the transmis-
sion map in order to propagate the transmission to dense
fog area and proceed with a statical smoothing. This ap-
proach is physically based and achieves good result. In most
cases, this approach clarifies the airlight-albedo ambiguity
and achieves good results. However, the method fails when
all pixels on the image are affected by dense fog.

Tan’s work [20] is based on two observations. One is that
clear-day images have more contrast than images plagued
by bad weather; The other is that the variations of airlight,
which mainly depends on the distance of objects to the
viewer, tend to be smooth. Therefore, the color and visibility
can be recovered by maximizing the contrast in a local win-
dow of the foggy image. Although this approach may not be
physically sound, the visual result is compelling.

He et al. [9] proposed Dark Channel Prior to solve the
single image dehazing problem. It indicates that most lo-
cal patches in haze-free outdoor images contain some pixels
which have very low intensities in at least one color channel.
By a minimum operator, the initial transmission map can be
extracted from the foggy image. For a refinement purpose,
soft matting is applies to the initial. Although the method is
simple, the result is quite impressive.

Tarel [21] proposed a fast visibility restoration algorithm.
The complexity of this algorithm is Θ(sx × sy), where
sx × sy is the resolution of the image. This method regards
the airlight as a percentage between the local standard devi-
ation and the local mean of the whiteness. This algorithm is
proven to be faster than the other algorithms for most out-
door scene.

Kratz [12] uses the MAP model to solve the dehazing
problem. The foggy image is modeled with factorial Markov
Random Field in which the scene albedo and depth are two
statically independent latent layers. The algorithm leverages
albedo and depth information. Compared with other algo-
rithms, it can generate more detailed depth map. However,
some details are redundant.

2.2 Bilateral filter

The bilateral filter is a technique to smooth images while
preserving edges. It can be traced back to Aurich’s work [2].
Tomasi [22] gives it current name. The use of bilateral filter-
ing has grown rapidly since it has been developed, and now
it is ubiquitous in image-processing applications. It has been
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used in denoising [1, 4, 13] for noise reduction, texture edit-
ing and relighting [17], tone management [5, 6], and styliza-
tion [23].

In parallel to applications, a wealth of theoretical stud-
ies [3, 5, 18] explained and characterized the bilateral filters
behavior. The strengths and limitations of bilateral filtering
are now fairly well understood. As a consequence, several
extensions have been proposed [7].

3 Degradation model

3.1 Additive model

The formula widely used [8, 9, 12, 16, 21] in computer
graphics and computer vision to describe the formation of
the foggy image is an additive model:

I(x) = L∞ρ(x)e−βd(x) + (
1 − e−βd(x)

)
L∞, (1)

where I(x) is the observed foggy image, ρ(x) is called the
scene albedo and expresses a ratio of total-reflected to inci-
dent by the scene point corresponding to pixel x = (x, y),
d(x) is the distance along the real-world ray correspond-
ing to the pixel x, L∞ is atmosphere color, and β is the
atmospheric attenuation coefficient. Both L∞ and β are
global constants over the whole image. ρ(x) and L∞ are
three-channel vectors, the depth d(x) is a scaler shared by
three channels, and thus it should be actually viewed as
d(x) = d(x)[1,1,1].

From the viewpoint of mathematics, the objective of sin-
gle image dehazing is to solve ρ(x), d(x), and L∞ from
I(x). L∞ρ(x) is the fog-free image we desired.

The addend and the augend in (1) describe two mecha-
nisms of the fog: one is called direct attenuation, and the
other one is called airlight. Narasimhan’s work [16] de-
scribes the two mechanisms in detail.

3.2 Multiplicative model

In this paper, we propose a multiplicative model by an alge-
braic rearrangement on (1). By defining t (x) = e−βd(x), we
get

1 − I(x)

L∞
= t (x)(1 − ρ(x)). (2)

t (x) is called transmission and expresses the relative portion
of light that managed to survive the entire path between the
observer and the corresponding surface point in the scene
without being scattered. 1 − ρ(x) is called inverse-albedo
which changes correspondingly to albedo. We further define
B(x) ≡ 1− I(x)

L∞ and C(x) ≡ 1−ρ(x), and (2) is transformed
as follows:

B(x) = t (x)C(x). (3)

Fig. 2 The image decomposition

We call this model a multiplicative one. After estimating
the atmosphere color L∞ using the method introduced in
Sect. 4.1, B(x) can be calculated from I(x). Then the dehaz-
ing task becomes separating the two components from the
observed image.

The separation process utilizes the characteristic of the
transmission and the inverse-albedo. First, we think about
the characteristic of the transmission. The transmission is a
continuous function of depth. Although there are discontinu-
ities in depth map, most of the time the variations of depth
are smooth [20]. So the variations of transmission are also
smooth. In other words, the variations of transmission are
large-scale. As to inverse-albedo, its variations are small-
scale comparing to the transmission’s. So the following as-
sumption is reasonable: large-scale intensity variations in
B(x) are due to the transmission, and small-scale intensity
variations are due to inverse-albedo. In Sect. 4 we will the
separation process based on this assumption in detail.

To well understand the transmission and the inverse-
albedo, we can regard transmission as illuminance and
inverse-albedo as reflectance of a true scene. This is shown
in Fig. 2.

4 Visibility restoration algorithm

4.1 Atmosphere color estimation

To calculate B(x), airlight color L∞ should be estimated
at first. There are some methods to solve this problem. Na-
yar [16] introduced a method to estimate L∞ by averaging
a patch of the sky on the foggy image. This method could
achieve good estimation and was used in some following al-
gorithms [12, 20]. However, it merely works with sky in the
scene. Fattal [8] and Narasimhan [15] calculated direction of
L∞, but the intensity is hard to be determined.1 Tarel [21]

1Fattal [8] also gave a method to determine the intensity of L∞, but
this method can only work on his assumption.
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Fig. 3 Synthetic experiment. This experiment shows that our method
can work properly on well-texture images. (a) Original image. (b) Syn-
thetic transmission. (c) Synthetic foggy image. (d) The transmission

calculated by applying only Gaussian filter on B(x) (w1 = 15, σs = 5).
(e) The final result using (d). (f) The transmission obtained by applying
3-iteration bilateral filter on foggy image. (g) The final output image

estimated airlight L∞ by calibrating white balance of the
image. This method is simple to operate and works well for
most of practical scenes. For universal usage consideration,
we adopt white balance method to estimate L∞ in our de-
hazing algorithm. L∞ is set to be [1,1,1]T after white bal-
ance is calibrated.

4.2 Initial transmission map extraction

B(x) can be calculated from B(x) definition equation
when L∞. A basic idea to separate the transmission from
B(x) is to blur the image with a low-pass Gaussian filter
G(w,σs), with variance σs and window size w1. If p and q

are pixel locations, we have

Binit(p) =
∑

q G(p,q,w1, σs)B(q)
∑

q G(p,q,w1, σs)
. (4)

The size and the variance of the Gaussian filter are de-
pendent on the local “feature” size Sfeature. In practice, we
just set σs = Sfeature.2 After applying this Gaussian filter on
B(x), only large-scale transmission variations and the color
information remain. Although Binit(x) is not the true trans-
mission, the difference between Binit(x) and Binit(y) can be
an indicator of the similarity between t (x) and t (y), where x
and y are pixels in a small local window. So we call Binit(x) a
similarity map. We do not treat Binit(x) as true transmission
values, but take the differences of its elements as a range
Gaussian’s input to apply bilateral filter to B(x) in the next
step.

4.3 Edge-preserved transmission map iteration

As shown in Figs. 3 and 4, there is an obvious deficiency
in the recovered image in the discontinuities of the trans-
mission map. Figures 3(d) and 3(e) show that only Gaussian
filter may generate deficiency in the final output image.

In order to handle this discontinuities, we adapt iterative
bilateral filter to our algorithm. It is an iterative method, and

2Sfeature can be easily seen in the input image, and so it is set by the
user.

the current estimation of the transmission is used to drive the
range Gaussian. The process can be summarized as

Bi+1(p) =
∑

q K(p,q)B(q)
∑

q K(p,q)
,

K(p,q) = G(p,q,w2, σ
′
s)G(Bi(p),Bi(q),w2, σr ),

(5)

where σr is the variance of the range Gaussian, σ ′
s is the vari-

ance of the spacial Gaussian, and their windows are both w2.
These two parameters describe the influence that the pixels
in the local window impose on the center pixel. They control
the smoothness of the transmission map. In our algorithm,
σr is an iteration-relevant variable. It has been proven in
practice that σri+1 = 0.5σri can generate a good result. The
initial σr is always set in [0.08,0.3]. σ ′

s is always smaller
than the initial σs , and it depends on the resolution of the
original image. The main difference between this approach
and standard bilateral filter is that we always filter the initial
image B(x). Because the kernel averages only pixels of sim-
ilar estimated transmission, the filter can capture the trans-
mission boundary.

This iteration process converges quickly and in practice it
will converge after 3- or 4-times iteration. We define the last
output of (5) as Bend(x). Bend(x) contains the transmission
information and the averaged color information from C(x).

4.4 Final transmission extraction and visibility restoration

When we get Bend(x) using the iterative method described
above, it contains color information which comes from
inverse-albedo. In order to obtain true transmission, we must
wipe out this color information. We first consider a simple
case where ρ(x) is a well-textured image.

If the foggy image is a well-textured image, so are C(x)

and B(x). Since we apply (5) on B(x), the texture color is
averaged. This averaged color comes from the C(x) com-
ponent, so we just divide Bend(x) by the averaged color to
obtain the t (x). We have done a synthetic experiment, whose
results are shown in Fig. 3.

However, natural image are not all well textured. But in
a local window we can regard it as something like texture
in some way. So for natural images, the color information
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Fig. 4 True example. (a) Input image. (b) Gaussian blur on (e). (c) Transmission obtained by (b). (d) Output image using (c). (e) Binit(x) (σs = 6,
w1 = 21). (f) Bilateral filter to (b) (with σ ′

s = 10, σr = 0.08). (g) Transmission obtained by (f). (h) The final restored result

residual in Bend(x) in a local window does not come from
the whole averaged color of C(x), but from a local area of
the image. Since Bend(x) has been blurred, the texture-detail
cannot be distinguished. So we just divide Bend(x) into
groups according to the chromaticity-similarity. We project
Bend(x) into YUV color space and extract a single chroma
based on the ratio of these projections:

θ(x) = tan−1(U/V ). (6)

This maps pixel color into angles where we measure dis-
tance by the length of the shortest arc, i.e.,

dis(θ1, θ2) = min(|θ1 − θ2|,2π − |θ1 − θ2|). (7)

According to the pixel color distance defined by (7), we sep-
arate Bend(x) into M groups, where M is a parameter set by
the user according to the color variety. A true image exper-
iment is shown in Fig. 4. The synthetic experiments shown
in Fig. 3 can demonstrate the effect on this filter. Although
there is a clear edge in transmission, the iterative bilateral fil-
ter can extract the low-frequency information and preserves
the edges.

When the transmission is obtained, the inverse-albedo
can be obtained by dividing the B(x) by t (x), and then the
albedo can be calculated. By multiplying the albedo by the
atmosphere color, we can get the fog-free image.

5 Results and applications

We have done several experiments, including true scenes
and synthetic scenes, working on color images and gray
ones, to demonstrate our method can generate good re-
sults.

Figure 5 shows the comparison with [12]. The visibil-
ity restored by [12] is high-colored and make people feel
unrealistic. The main reason is that the depth map recov-
ered by Kratz [12] contains reductant details which may be
wrong. For example, we regard the red bricks and the slots
between them share the same depth values, so you should
NOT differentiate between each other. However, as shown
in Fig. 5(d), you can easily see the slots between the bricks
in transmission map estimated by Kratz [12]. In our trans-
mission map, the redundant details have been successfully
removed, which makes the results better than [12].

Our algorithm can also work well on gray level foggy
image. Figure 6 shows the result of applying our result on
gray-level image.

Figure 7 shows the results of our method compared
with [10]. The variance of spacial Gaussian σs = 15 and
range Gaussian σr = 0.2 is used for our result. Kopf et
al. [10] utilize the 3D model to remove haze, so we regard its
result as the ground truth. We compare our results with the
ground truth. From these images we can see that although
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the result we get is not as good as the ground truth, it en-
hanced the contrast according to spatial variance.

Figure 8 shows the result using the Tan’s [20] photo. This
photo contains more details, and depth varies sharply be-
tween these details. So we must have a relative small σr to
insure that the transmission is calculated by itself, otherwise
the transmission map may lose some details.

Fig. 5 Compare our result with [12] using the yard image provided
by [8]. (a) Input image. (b) Transmission in Kratz [12]. (c) Our trans-
mission. (d) Zoom in comparison. (e) Result in Kratz [12]. (f) Our
result

Fig. 6 Our method working on gray scale image. (a) Foggy image.
(b) Defogged image by our method

Applications. After having the transmission map t (x),
we can calculate the scene depth d(x) = ln t (x)

−β
.3 Then we

can add more visual effect on the fog-free image, such as re-
lighting or refocusing. Figure 9 shows the additional effects
on the fog-free images.

6 Conclusion and future work

In this paper, we present a novel method based on bilateral
filter for removing haze from single image. This method is
based on the assumption that only the variation of transmis-
sion can result in large-scale luminance variation in the fog-
free image. In other words, transmission is a low-frequency
variable comparing to the fog-free image. We then use
Gaussian filter to separate the low-frequency variables from
the mixed signals. However, only Gaussian filter may not
generate satisfactory result. So we apply a bilateral filter
on the mixed signals, with the image previously obtained
as a range Gaussian, to make sure that the edges are pre-
served.

For future work, we intend to concentrate on the current
constraints of our method. Although our method can deal
with most fog-picture, it will fail in case our assumption
does not hold. If we meet with an image with large-scale
atmosphere-color-like object, this method cannot calculate
the transmission map correctly. It is because in the process
of decolorizing we described in Sect. 4.4, the averaged col-
ors are estimated from the B(x), which will suffer more er-
rors when ρ(x) approaches L∞. For some small areas of
white, this error can be averaged by the pixels around it,
while it is not possible for large white areas. However, if
the depth in the image varies sharply at the same time, our
method may generate a bad result. Figure 10 shows a failed
example. You can see that the transmission of the square is
not calculated properly. Of course, tuning σr small is a way

3Here, we must provide the scattering coefficient β as a parameter. In
most time, it is a value between 1.0–3.0.

Fig. 7 The comparison between recent dehazing work. Left to right are: Input image, the result obtained by Kopf et al. [10], Tan [20], Fattal [8],
He et al. [9], and our result
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Fig. 8 The comparison using Tan [20] as input. One can see that there is too much detail in the image, so we must set a small σr . (a) Input. (b) The
result of Tan [20]. (c) The result of Kratz. (d) Our result (σr = 0.04)

Fig. 9 Additional application based on the depth map. (a) Input image.
(b) Recovered image. (c) Refocused. Left, focus at middle of the image;
Right, focus at near of the image. (d) Relighting result. Left, cloudy
effect; Right, rosy dawn

Fig. 10 Failure example. (a) Input image. (b) Dehazed image.
(c) Transmission map. One can see that the transmission in the square
is not calculated properly

to solve this hole, but the transmission we obtained by this
way is not correct.
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